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STRATEGIES FOR HANDLING MISSING 
DATA

• Complete Case Analysis ( Available Case Analysis)

• Single Imputation

• Multiple Imputation



DEVELOPMENT OF MULTIPLE 
IMPUTATION

• 1987: Inception Donald. B. Rubin

• 1987: 1st edition of Statistical Analysis 
with Missing Data by Little and Rubin

• 1997: NORM, Schafer

• 1999: MICE- concept, Van Buuren

• 2002: SAS implemented the mi routine

• 2008: mice in R, Van Buuren

• 2011: Amelia was released in R

• 2012: MI in Stata

• 2016:mice in multilevel data, Ian White

• 2017: jomo in R, Carpenter & Quartagno

• 2018: micemd, Vinvent Audigier



MULTIPLE IMPUTATION



CHOICES TO MAKE BEFORE YOU IMPUTE

Mechanism of Missingness



CHOICES TO MAKE BEFORE YOU IMPUTE

Structure of Imputation Model

Mechanism



CHOICES TO MAKE BEFORE YOU IMPUTE

Selecting Predictors for the Imputation 
Model

Mechanism Structure



CHOICES TO MAKE BEFORE YOU IMPUTE

Imputing Derived Variables

Mechanism

Structure

Predictors



CHOICES TO MAKE BEFORE YOU IMPUTE

Number of Imputations

Derived Variables

Mechanism Structure

Predictors



CHOICES TO MAKE BEFORE YOU IMPUTE

Order of Imputations

Derived Variables

Mechanism Structure

No. of imputations

Predictors



RECIPE FOR IMPUTATION 

1. Define the most general analytic model to be applied to imputed data

2. The target variable is the variable with the missing values

3. Select a method that imputes close to the data

4. Include all level-1 variables and their cluster means

5. Include all level-2 predictors

6. Include any interactions implied by the model

7. Exclude any terms involving the target variable



METHODS OF IMPUTATION – FCS/ MICE

• Can be used for datasets containing both continuous and categorical data. 

• Defines an imputation model on a variable by variable basis –> great for datasets with complex structures

• The method also allows the researcher to account for the complexities observed in the data, in the imputation model. 

• Consider a scenario with 3 partially missing covariates namely X1,X2 and X3 and outcome variable Y is 

complete. Here, X1 = [X1
mis ;X1

obs] ; X2 = [X2
mis ;X2

obs] & X3=[X3
mis;X3

obs]



METHODS OF IMPUTATION – JOMO

• Defines a multivariate joint model for all variables in the dataset for imputation of missing values in the outcome.

• Outcome here refers to the variables in the model with missing values and not the outcome of the analysis model.

• Suppose we have variables Y1 and Y2 are partially observed and Y3 and Y4 are variables with no missing data, then the 

simplest joint model is the multivariate normal model given by:

• Jomo used the Gibbs Sampling approach by consistently drawing new values for all parameters i.e. the fixed

effects (β), the covariance matrix and the missing data.

• The current draw of missing values is combined with the observed data to make the first imputed dataset



DEMONSTRATION
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ANALYSIS MODEL



DEMONSTRATION



ANALYSIS ON ORIGINAL DATASET



INTRODUCING MISSING DATA

Scenario 1: 20% Missing in both Xijk and Zjk

Scenario 2: 20% Missing in both Xijk, Zjk and Wk

Scenario 3: 50% Missing in both Xijk & Zjk, and 20% Missing in Wk



Available Case Analysis

MICE
JOMO





THANK YOU!



DISADVANTAGES


